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Abstract—The unprecedented image generation capability of
text-to-image models makes them double-edged swords. While
these models allow users to create exquisite images through
simple prompts, they also provide adversaries with opportuni-
ties to generate Not-Safe-for-Work (NSFW) content, referred to
as the jailbreak attack. Despite built-in safety filters serving as
a mitigation, their vulnerabilities and associated safety issues
remain a significant concern. In this work, we propose MODX,
the first modifier-based attack framework for jailbreaking text-
to-image models. MODX leverages a heuristic algorithm with
two heuristic functions (constraints) to identify modifiers that
adjust the artistic genre to subtly introduce unsafe elements
that drive the generated images towards NSFW. This approach
takes advantage of the fact that filters are unlikely to reject
images in certain styles or artistic forms, effectively inducing
the models to generate NSFW content. We demonstrate the
feasibility of modifier-based jailbreaking with a theoretical
analysis, and provide experimental evidence of the effectiveness
of MoDX. Our results show that MODX outperforms existing
methods in successfully achieving jailbreaking across four
state-of-the-art text-to-image models. Moreover, we evaluate
MobX across additional NSFW categories and on more models
or model versions, demonstrating its strong scalability and
generalization.

Disclaimer: This paper contains NSFW language and imagery
that could be offensive, distressing, and/or upsetting. Reader
discretion is advised.

1. Introduction

Text-to-image models, known for their powerful text
comprehension and image generation capabilities, have rev-
olutionized artwork design and reshaped our technolog-
ical landscape. Users can generate their desired images
effortlessly by inputting the image descriptions, known as
prompts, through a convenient user interface. To make the
text-to-image models produce high-quality images, an ideal
prompt typically consists of two parts; the subject that
describes the main object, and the modifier that adjusts
the artistic descriptions [32], [41], [60]. Through diverse
combinations of subjects and modifiers, users can generate
images featuring various objects and styles using text-to-
image models, such as DALL-E [14], Imagen [52], Mid-
journey [13], and Stable Diffusion [51].

Despite the unprecedented image-generation capabilities
of text-to-image models, their risk of generating Not-Safe-

for-Work (NSFW) images introduces a significant concern.
Adversaries can craft malicious prompts to bypass the model
filters and induce models to generate NSFW images, a
technique known as jailbreaking. Jailbreaking undermines
the safe and ethical usage of text-to-image models and has
severe negative societal impacts. For instance, on May 23,
2023, a verified X account posted a model-generated image
depicting the Pentagon being bombed, causing widespread
panic and leading to a noticeable dip in the US stock
market [23]. Similarly, on January 26, 2024, a fake nude
photo of Taylor Swift was uploaded on Telegram and 4chan,
garnering billions of views and severely damaging Taylor
Swift’s reputation [22]. These incidents highlight the urgent
need for studies into the vulnerabilities in the safety of text-
to-image models.

Major generative Al service providers, such as Ope-
nAl [16] and Google [9], have increasingly strengthened
models’ built-in filters to enforce their established usage
policies [4], [8]. However, previous studies have demon-
strated the insufficiency of these filters, by crafting jailbreak
prompts that bypass them and compel models to generate
unsafe images. These studies can be divided into two cat-
egories based on their methodology, training-based [38],
[49], [55], [61] and substitution-based [24], [44], [56].
Training-based methods rely on adversarial training, which
perturb the embedding of prompt to transform sensitive con-
tent into unrelated expressions or gibberish. These methods
are highly dependent on white-box access to models, which
is impractical in today’s landscape where most extensively-
used text-to-image models are close-sourced.

Substitution-based methods operates on prompts in a
black-box manner, by replacing sensitive words in prompts
with semantically similar phrases to bypass filtering. These
methods predominantly focus on the subject of the prompt,
as it is the central entity in the generated content. Due to the
same reason, the subject is the main target of defenses [33],
[37], [53], such that subject-substitution methods have been
defeated during model evolution and filter advancement.
On the other hand, the modifier, has been regarded as
insignificant to the harmfulness of the generated content,
as they are descriptive elements that specify characteristics
such as size or artistic genres. As a result, the potential of
modifiers in generating harmful content has been largely
underestimated.

Our work. In this work, we propose MODX, a modifier-
based jailbreak framework to expose unsafety issues of
text-to-image models. The key attack goal for MODX is
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(b) Scenario #2 (a war)

(a) Scenario #1 (a classroom)

Figure 1: Examples of NSFW images in two scenarios. The
“classroom” is a safe subject while the “war” is deemed
gore (unsafe).

to induce models to generate NSFW images under two
practical scenarios illustrated in Figure 1. In Scenario #1,
MoDX combines safe subjects with specific modifiers to
generate NSFW images. Since there is no sensitive text, the
modifiers fully leverage their ability to transform safe im-
ages into NSFW styles. In Scenario #2, MODX compels the
models to generate NSFW images with inherently sensitive
subjects, using modifiers to increase the models’ tendency
of producing unsafe content related to these subjects.

To construct MODX, we first conduct a study of the
logic behind the built-in safety filters in black-box diffusion-
based text-to-image models. We describe these models as
generally containing two types of filters. The first is the
pre-filter designed to detect sensitive text within the prompt.
Modifiers can easily bypass this filter, as they rarely contain
any sensitive keywords or descriptions. The second one,
post-filter, evaluates intermediate and final denoised outputs
to determine if generated images are classified as NSFW.
Its limitation lies in its inability to block certain artistic
genres [48], [52], [62], even when these styles or forms
exhibit NSFW tendencies. MODX is primarily designed to
exploit this weakness. The high-level approach of MoDX
involves seeking local optimal results using heuristic al-
gorithm under two heuristic functions to find appropriate
modifiers that deceive the post-filter, making it perceive
the generated image as a specific artistic genre rather than
NSFW. To achieve this, we design two constraints to ensure
that the semantic correlation between the modifiers and the
NSFW category is high, and the embedding of the jailbreak
prompt is close to that of the original one.

We evaluate MODX with both theoretical and empirical
analyses. On the theoretical aspect, we establish a formal
foundation to support the feasibility of MODX’s modifier-
based strategy in achieving jailbreaking. It leverages Lip-
schitz continuity and Wasserstein distance to prove that
modifiers’ effect on model output is bounded, such that
the generated content can retain intended semantics, and
the distance between modifier-generated and NSFW images
is also bounded, such that the generated content is close to
NSFW genres. We pinpoint the balance range within the two
bounds, highlighting that appropriate modifier selections can
bypass the filters and meanwhile lead the image represen-
tation to NSFW.

We also experimentally evaluate MODX’s performance.
We first assess its jailbreaking capability against two typical
NSFW categories, explicit and gore, across four state-of-the-
art text-to-image models, (i.e., DALL-E 3 [14], Midjourney
v6 [13], Imagen 3 [11], and Stable Diffusion 3 [21]) under
both attack scenarios. The experimental results show that
MoDX achieves high BPR and ASR in both scenarios, with
averages of 0.92 and 0.74 in Scenario #1, and 0.79 and 0.53
in Scenario #2. The generated NSFW images exhibit strong
toxicity, and their high similarity scores indicate strong
semantic consistency with the original (malicious) prompts.
We also benchmark MODX against three state-of-the-art
jailbreaking methods [24], [44], [61], and demonstrate that
MobDX consistently outperforms them across four models.
To further evaluate scalability and generalization, we assess
MoDX’s performance against more NSFW categories and
across additional six popular text-to-image models or dif-
ferent versions. Results indicate that MODX’s performance
remains well, demonstrating its superiority as a practical and
effective jailbreak framework.

Contributions. Our main contributions are listed below.

e A valuable step forward in jailbreaking text-to-
image models. We propose MODX, a novel and ef-
fective method for jailbreaking attacks by strategically
leveraging modifiers within prompts. It complements
existing subject-based methods, by targeting the mod-
ifiers that have been underestimated.

o An impactful vulnerability unveiled from the fil-
tering mechanisms of text-to-image models. Our
work reveals a critical vulnerability within the filtering
mechanisms of existing text-to-image models. By ma-
nipulating modifiers to adjust artistic styles, the victim
models can be driven to generate content toward NSFW
while bypassing safeguards. This finding for the first
time highlights the significant role of modifier and the
gap in current filtering systems.

e A new dataset for future research on modifier-
based jailbreaking. We construct a Malicious Mod-
ifier Dataset (MMD) [12], comprising modifiers across
five categories that strongly incline towards generating
NSFW images. We release this dataset [12] with con-
trolled access restrictions, to facilitate future research
in this area.

o« A comprehensive study and evaluation. We theo-
retically prove the feasibility of using modifiers for
jailbreaking, and comprehensively evaluate MODX'’s
effectiveness, scalability, and generalization.

2. Motivation of Modifier-based Jaibreaking

2.1. Preliminaries

Diffusion models. The implementations of most state-of-
the-art text-to-image models utilize diffusion-based architec-
tures, and thus they are commonly referred to as diffusion
models [29], [35], [58]. In essence, these models operate
by reversing a diffusion process. That is, they initialize



the image with pure noise and progressively denoise it
over multiple iterations to approximate a target distribution
conditioned on a given textual input. Typically, the iterative
denoising process can be expressed as

1 ( 1-— Qg
where «; and ¢&; are parameters related to the noise
schedule, controlling the amount of noise removed at each
step; €p is the model’s prediction of the noise component;
z ~ N (0, ) is standard Gaussian noise and o; controls the
amount of random noise added. After iterating through all
steps down to t=1, the model arrives at x(, where a denoised
image that aligns with the input prompt should be generated.
A detailed explanation is presented in Appendix A.
Prompt engineering. Prompt engineering is the process of
designing and refining input prompts, to guide the outputs
of AI generative models [41]. The prompts used in text-to-
image models typically consist of two components, i.e., the
subject and the modifiers [25], [43]. The subject controls the
primary object or entity of the generated images, while the
modifiers specify characteristics such as the artistic form,
style and size. Compared with the subject, the modifier
enhances the diversity and personalization of the generated
images [34]. Given the more important role of subject, it is
the main target of most jailbreaking methods.
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2.2. Motivation

Built-in filters. Built-in filters are safeguarding mecha-
nisms designed to prevent models from generating NSFW
content [47], [52]. Due to concerns over model privacy
and security [40], [42], most companies [9], [13], [16]
have refrained from disclosing or releasing details about
their built-in filters. Even Stability Al [21], known for its
open-source, only provides access to the model’s parameter
weights without any information regarding the functioning
of these filters. This lack of transparency makes explor-
ing the vulnerabilities of text-to-image models challenging.
Therefore, to gain a deeper understanding of vulnerabilities,
we study the logic behind the built-in filters, drawing on
established insights into text-to-image model behaviors and
the underlying mechanisms of diffusion models.

The built-in filters generally consist of two main com-
ponents, pre-filter and post-filter. Figure 2 illustrates the
workflow of the filtering. Specifically, the pre-filter is po-
sitioned behind the encoder for sensitive text detection.
If detected, the model denies the output or detoxifies the
sensitive content before proceeding; otherwise, the denois-
ing process starts. The post-filter is located just ahead of
the output layer, detecting intermediate outputs for NSFW
tendencies. If detected, the generation is halted or adjusted;
if not, the image is outputted. The observed behavior of
DALL-E 3 aligns with this process. When we input sensitive
text, the model rejects output within an average of 2.55
seconds, indicating the existence of a pre-filter. Replacing
sensitive text with similar but non-sensitive terms, many of
the outputs are still rejected, with time ranging from 7.43
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Figure 3: The addition of modifiers results in NSFW images.

to 30.34 seconds. This variation suggests rejection occurs
at different denoising steps, confirming the presence of a
post-filter. Similar findings for unsafe text generation using
LLMs have also been reported in a recent study [27].
NSFW through modifiers. As the post-filter is designed
to block images with NSFW content, it does not filter out
specific artistic genres. This weakness can be effectively
exploited through modifiers to generate NSFW images. Fig-
ure 3 illustrates two practical scenarios in which modifiers
can deceive the post-filter. In Scenario #1, the addition of
certain modifiers to a benign prompt changes the resulting
image to NSFW style. In Scenario #2, the sensitive text is
substituted to bypass the pre-filter, but in most cases, the
model either rejects the output or generates safe images.
However, incorporating certain modifiers leads the model to
generate massive NSFW images.

3. Problem Formulation

In this section, we first provide formal definitions of
terminologies. Then we outline the practical attack scenarios
of MoDX, and discuss its threat model including the attack
goal and adversary knowledge.

3.1. Definitions

Definition 1 (NSFW images). Let subj denote the subject,
and art denote the artistic genre of images. An image
is considered NSFW if it satisfies one of the following
conditions,

IMGnstw — SuUbJp N artnstw, 2)
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(a) Ship (b) Plane

(c) Bird (d) Frog

(e) Deer

Figure 4: Examples of NSFW genre transfer. All images are
generated by our method using DALL-E 3.

where imgnsfw is the NSFW image, subjy is the benign
normal subject in the image, and art,sf, is the NSFW
artistic form; or

imgnsfw <~ SUbjnsfw A (O/I‘tb \% artnsfw)a (3)

where subjnstw is the subject containing NSFW element, and
arty represents the normal artistic form.

An NSFW image can be composed in two ways. Eq. 2
presents the first type, where the image consists of a benign
subject combined with an unsafe artistic style. Eq. 3 presents
the second type, where the image contains a sensitive subject
with arbitrary artistic styles.

Definition 2 (Model output). Let M denote a text-to-
image model, Fp,.c and Fp,os denote pre-filter and post-filter
respectively. Given M and a jailbreak prompt p;, its output
can result in three possible outcomes.

None
mgp 4
7;’rngnsfw

M (Fore; Foost; Pj) = {

The outcome “None” means the model M refuses to
generate an image for the input prompt p;. img, and
iMmgnstw represent that the model outputs benign and NSFW
images respectively.

Definition 3 (Bypass filters). Given M, Fpre, Fpost, and
pj» if and only if the outcome of M (Fpre, Fpost:Dj) is not
None, p; bypass Fpre and Fpost.

M (Fpre; Fpost, Pj) 7 None. 5)

A jailbreak prompt successfully bypasses the built-in
filters if it makes the model output an image, whether a
normal or NSFW image, rather than providing no response
or displaying a rejection message.

Definition 4 (Jailbreaking). Given M, Fpre, Fpost, and pj,
if and only if the outcome of M (Fpre, Fpost, Dj) IS {MGnstw,
p; achieve a successful jailbreaking attack.

M (]:preyfpost,pj) — Z"rngnsfw- (6)

A successful jailbreaking requires the model M outputs
NSFW images. Jailbreaking is a sufficient condition for
bypass filters.

3.2. Attack Scenarios

According to Definition 1, there are two attack scenarios
in real-world system settings for MODX. We formulate two
scenarios as follows.

Scenario #1 (NSFW genre transfer). In this scenario,
the adversary focuses on generating images that would
otherwise be normal into NSFW genres, which satisfy Eq. 2.
For instance, an ordinary ship can be altered to appear
in a gory style after the attack, which is classified as an
NSFW image. This scenario does not involve any inherently
sensitive or unsafe subjects. Some examples are illustrated
in Figure 4.

Scenario #2 (NSFW content generation). In the sec-
ond scenario, the adversary utilizes text-to-image models to
generate NSFW images containing unsafe subjects, which
satisfy Eq. 3, for example, generating images of nude human
figures or depictions of warfare. In this case, the gener-
ated images include sensitive subjects that are classified as
NSFW.

In both scenarios, the harm caused by jailbreaking is
equally significant, as each results in the generation of
NSFW content that violates safety and ethical guidelines.

3.3. Threat Model

Adversary knowledge. We assume the adversary is an
online adversary, with access to publicly available web re-
sources and black-box text-to-image models M, without any
knowledge of their internal workflows or built-in filters F.
The adversary can subscribe to and use any paid versions of
models released by developers, querying through prompts.
The adversary does not require any background knowledge
in programming or fine arts to carry out the attack.
Attack goal. The main goal of the adversary is to design
jailbreak prompts p; that can bypass the built-in filters (Def-
inition 3) and achieve jailbreaking (Definition 4), i.e., gen-
erating NSFW images ¢mgysww under the aforementioned
two scenarios. A template of the jailbreak prompt should
be reused to execute multiple attacks by substituting certain
elements in the prompt. The adversary also aims for the
generated NSFW images to be of high quality with semantic
similarity and exhibit strong levels of toxicity.

4. Approach

In this section, we present MODX, a novel and ef-
fective modifier-based jailbreaking framework designed to
craft jailbreak prompts that can induce text-to-image models
to generate NSFW images. We first introduce the overall
workflow of MoODX, and then delve into the technique
details.

4.1. Overview

The intuitive explanation for why MODX can bypass
built-in filters lies in the fact that filters do not reject out-
putting images depicting certain artistic genres, such as dark
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Figure 5: Overall pipeline of MODX.

art, horror movie posters, or anatomical nude figures, even
though such images often contain notable NSFW elements.
MobDX exploits this vulnerability by identifying modifiers
that can affect the denoising process to generate images with
unsafe artistic genres.

Working pipeline. MODX aims to create jailbreak
prompts that force text-to-image models to generate
specific categories of NSFW images. Figure 5 illustrates
its overall workflow. The entire pipeline consists of two
main components, i.e., modifier collection and jailbreak
prompt creation. MODX begins by categorizing modifiers
into distinct groups in terms of their various emphasis. It
then collects modifiers within each category, resulting in
a comprehensive modifier dataset. Next, MODX examines
the adversary’s original prompt for sensitive text. If
any sensitive content is detected, it is substituted with
semantically similar text to bypass the pre-filter. Once the
subject is sanitized, MODX searches from the modifier
dataset for appropriate modifiers that meet Constraint
#1. After satisfying this constraint, the selected modifiers
are combined with the sanitized subject to create a list
of potential jailbreak prompts. Then MODX executes the
heuristic algorithm to yield final jailbreak prompts from
the list under Constraint #2. The detailed definitions of the
two constraints are located in Section 4.3. The resulting
prompt follows the template in the curly bracket, i.e.,
{subject, [medium], [movement], [flavor],

by [artist], [trending].}.

4.2. Modifier Collection

To select appropriate modifiers for constructing jail-
break prompts, it is necessary to have a dataset containing
modifiers with tendencies to generate NSFW images. To
the best of our knowledge, there exists no comprehensive
modifier dataset tailored for this purpose. Therefore, we turn
to creating such a dataset, which we refer to as the Malicious
Modifier Dataset (MMD).

Taxonomy of modifiers. To efficiently and purposefully
collect modifiers, we first explore the taxonomy of mod-
ifiers. As there is no unified taxonomy for modifiers, we
adopt the widely recognized classification approach used by
CLIP Interrogator [2] for our work. It categorizes modifiers
into five types, i.e., artist, medium, movement, flavor, and
trending. The definitions and typical examples are presented
in Table 8 in Appendix C. Our decision to use the CLIP

Interrogator’s taxonomy is based on its derivation from ex-
tensive image and text data, which extracts general patterns
that encompasses categories used in other studies according
to the descriptions. For instance, modifiers identified by
Oppenlaender et al. [43] as “style modifier” fall under the
“artist” category, while Rugg’s [17] “art techniques” aligns
with the “medium” category. Additionally, CLIP Interroga-
tor’s ability to analyze a given image and suggest potential
modifiers across the five categories significantly boosts the
efficiency of our collection process.

Dataset creation. After we get the five categories of modi-
fiers, we proceed to collect modifiers within each category.
Since these modifiers are required to have tendencies of
generating NSFW content, we focus on three main sources,
i.e., art-related websites containing unsafe themes, online
malicious text-to-image prompts, and the output of CLIP
Interrogator when NSFW images are used as input.

For art-related websites, we focus on three prominent
platforms: DeviantArt [6], Saatchi Art [20], and Dark Art
Movement [5]. We select NSFW-related artworks and record
relevant modifiers based on their tags. The detailed descrip-
tions and procedures for the three platforms are provided in
Appendix B.

For NSFW image-generating prompts, as there is no
publicly available one, we turn to PromptHero [I8].
PromptHero is a platform that shares prompts and their cor-
responding images, including a wide range of themes, styles,
and art movements. We search for NSFW on PromptHero
and collect the modifiers present in those prompts associated
with all displayed images, categorizing them into the defined
five categories.

For CLIP Interrogator, we first gather a set of 600 NSFW
images from Reddit [19] and 4chan [1], which includes both
Al-generated images and real-world examples. From Reddit,
we gather 300 of the most recent NSFW images from
different communities and sub-communities [15]. Similarly,
we collect an additional 300 NSFW images from notorious
NSFW subcategories on 4chan. We then employ Q16 [54]
to analyze these 600 images and find that 572 are classified
as NSFW. Subsequently, we use CLIP Interrogator to extract
the corresponding modifiers for these images across the five
defined categories.

Through these three sources, we collect prompt mod-
ifiers from a total of 839 images. After consolidating the
collected modifiers and removing duplicates, we find that
the dataset includes 82 modifiers for the medium category,



116 for movement, 267 for flavor, 157 for artist, and 95
for trending. This results in the creation of a comprehensive
Malicious Modifier Dataset (MMD).

4.3. Jailbreak Prompt Construction

After creating the MMD, MoDX selects appropriate
modifiers from the dataset to construct jailbreak prompts.
According to our two attack scenarios, Scenario #1 does
not contain sensitive subjects, so the prompt can disregard
the safeguard of the pre-filter. Based on Eq. 2, the jailbreak
prompt in this scenario can be formalized as

Dj < subjp B artnstw, @)

where @ represents the concatenation of the subject with
modifiers. In contrast, Scenario #2 requires the generation
of unsafe subjects, so we need bypass the pre-filter by sub-
stituting sensitive subjects with similar but safe descriptions.
Based on Eq. 3, the jailbreak prompt in the second scenario
can be formalized as

pj — subjs @ artustw, ®)

where subj, is the substitution of sensitive subjects. We also
use artyspy, because art,sew C art with a stronger tendency
to generate NSFW images.

Sensitive text substitution. Existing research shows that
ChatGPT can generate alternative descriptions for sensitive
subjects [24], [44], e.g., replacing “blood” with “ketchup”.
In Scenario #2, we leverage GPT-40 [10] to perform
the substitutions. We prompt GPT-40 with “Generate 3
substitutions for [sensitive text]” to ob-
tain three alternative descriptions. We then use Sentence-
BERT (SBERT) [50] to calculate the semantic similarity
between each substitution and the original sensitive text,
selecting the highest-similarity substitution as the subject
for the jailbreak prompt.

Design constraints. The most critical step in MODX’s
jailbreak prompt construction is the selection of appropriate
modifiers to induce the model to generate NSFW images.
To guide MODX in selecting these modifiers, we define two
specific constraints. Let Emb(-) denote an embedding func-
tion, where m is the candidate modifier, C'y represents the
NSFW category, p; is the completed jailbreak prompt, and
Do is the adversary’s original prompt. The two constraints
can be expressed as follows.

e Constraint #1 (Similarity to
Emb(m) ~ Emb(Cy).

e Constraint #2 (Semantic consistency with original
prompt). Emb(p;) ~ Emb(p,).

Specifically, the first constraint requires that the embed-
ding of the modifiers have a high similarity to the embedding
of the category term describing the desired NSFW image
type. This constraint ensures that the selected modifiers can
generate specific types of NSFW images, such as explicit or
gore, presenting them as a particular artistic form or style.
This allows the prompt to bypass the post-filter, achieving
our attack goal. The second constraint requires that the full

NSFW  category).

jailbreak prompt, with the chosen modifiers, maintains high
semantic similarity with the adversary’s original prompt
for the intended image. This constraint further screens the
remaining modifiers, ensuring that the generated image’s
content aligns closely with the adversary’s intended output.
Mathematical calculation. For Constraint #1, since there
is currently no standardized taxonomy or terminology for
NSFW categories, the adversary first defines a concise de-
scription of the desired NSFW category and then prompts
GPT-4o0 to generate two synonyms. These three descriptions
represent the intended NSFW category. We use CLIP [46]
to calculate the similarity, ranking the modifiers in each
category in descending order based on the similarity scores.
Specifically, each of the three descriptions is compared
with each modifier category, and the average of the three
similarity scores is used to rank the modifiers. After sorting,
we select the top p modifiers from each category. Then, one
modifier from each category is selected and combined with
the subject to create jailbreak prompts. Given five categories,
this approach yields p® potential jailbreak prompts (as by de-
fault, we use one modifier from each category per prompt).
These prompts are then moved to the next constraint for
further selection. For Constraint #2, we use SBERT [50] to
calculate the semantic similarity. Based on the results, the
top k jailbreak prompts are selected.

Discussion. This approach offers the adversary significant
flexibility to try different combinations of modifiers, allow-
ing for the creation of a large variety of NSFW images. By
designing the constraints to operate in a sequential manner,
MobDX quickly identifies local optimal solutions and avoids
costly computations.

5. Case Studies

We provide case studies demonstrating MODX ’s suc-
cess in executing jailbreaking on two representative NSFW
categories, i.e., explicit and gore under our two attack sce-
narios. These categories are chosen because current filters
primarily target them, and they exhibit distinct characteris-
tics. Also, forcing text-to-image models to generate images
in these two NSFW categories has proven challenging.
As for models, we select DALL-E 3 and Stable Diffusion
3 (SD 3) as the attack target. This is because DALL-E 3 is
renowned for generating high-quality images and has robust
safety filters [28], [49], while SD 3, known for being freely
accessible, has the largest user base [31].

5.1. Explicit

Explicit content refers to material that depicts graphic
or overtly sexual themes. This type of content typically
includes imagery that is suggestive, provocative, or sexually
explicit, which is considered inappropriate for general or
younger audiences.

Scenario #1. We first use MODX to jailbreak text-to-image
models to generate explicit images with benign subjects. We
choose “teacher” as the subject and construct the original



Scenario #1

Explicit

E.g. a teacher, photography,
unhappy full-body, 4k, by Gerhard
Sebastian Hamor, poster shooting.

(a) i Gore

E.g. a dog, oil painting, extreme
dark art, intensely atmospheric and
unsettling quality, by <Death
comes> style, dreambooth

Explicit

E.g. a bikini person, statue and
digital art, concept art, vibrant
colors, by michelangelo, artstation

Gore

E.g. red paint over the body,
digital art, horror art, craziness, by
basquiat, darknet

(b) |

Figure 6: Examples of jailbreak prompts and generated
images in two scenarios. Explicit images are blurred.

prompt: {a teacher}. Jailbreaking is then achieved by select-
ing modifiers. Following our approach (see Section 4 ), we
begin by defining the target category as “explicit” and gen-
erate two synonyms by GPT-40 as Emb(Cy) in Constraint
#1. We get “explicit”, “sexual”, and “pornographic”. Com-
puting the embedding similarity between these three terms
and the modifiers in our created MMD by using CLIP. Each
category’s modifiers are ranked by average similarity score
in descending order, and we select the top two modifiers per
category (i.e., p=2), creating 32 potential jailbreak prompts
through different combinations. Next, we use SBERT to
calculate the semantic similarity between each of these
32 prompts and the original prompt under Constraint #2,
selecting the top three (k=3) jailbreak prompts. We then use
these prompts to attack DALL-E 3 and SD 3, successfully
generating explicit images. The first row in Figure 6.(a)
presents the jailbreak prompts and some of the resulting
images.

Scenario #2. We use MODX to jailbreak the models
to generate explicit content including sensitive descrip-
tions. We choose “a naked person” as the original mali-
cious prompt. Since the prompt contains sensitive text, we
first perform substitution by querying GPT-40 “Generate
3 substitutions for naked”. We get “swimwear
look”, “bikini”, and “minimal coverage”. By calculating the
semantic similarity by SBERT, we choose “bikini” as the
substitution subject. The rest of the processes are the same
as that in the first scenario. Finally, we obtain three prompts
and use them to jailbreak DALL-E 3 and SD 3. The first
row in Figure 6.(b) illustrates an example of the jailbreak
prompts and some generated explicit images.

5.2. Gore

Gore refers to content that graphically depicts extreme
injuries, violence, or bodily harm, often showcasing blood,

wounds, or dismemberment. This type of material is in-
tended to evoke shock or horror and is generally deemed un-
suitable for audiences. Our jailbreak prompts and generated
images for two scenarios are illustrated in the second row in
Figure 6.(a) and 6.(b) respectively. The detailed explanation
is provided in Appendix D.

6. Theoretical Analysis

In this section, we theoretically demonstrate the efficacy
of using modifiers to bypass the filters and achieve jailbreak-
ing. We leverage Lipschitz continuity and distributional sim-
ilarity analysis to prove that with the addition of modifiers,
text-to-image models can generate images that approximate
the characteristics of the NSFW distribution (i.e., proximity
to NSFW) without significantly altering the intended seman-
tics of the prompt (i.e., semantics preservation).

6.1. Definitions and Assumptions

Definition 5 (Lipschitz continuity). A function L: R™ — R
is said to be Lipschitz continuous if there exists a constant
L such that

[£(01) — L(02)] < L|6h — 2]z, Q)
for all 6 € R™.

If a function is differentiable and its derivative is Lips-
chitz continuous, then its derivative is bounded. This means
the rate of change of the function does not increase indef-
initely. In numerical analysis and optimization, Lipschitz
continuity ensures convergence and the uniqueness of so-
lutions.

Definition 6 (1-Wasserstein distance). Given two probabil-
ity distributions P and ) on X, the Wasserstein distance
between the two distributions is defined as

Wi(P,Q) = inf
PQ) =t

/ d(z,y) dy(z,y), (10
XXX

where d(x,y) is the distance between points x and y in the
metric space X, and I1(P, Q) is the set of all couplings of
P and Q.

The 1-Wasserstein distance measures the distance be-
tween two probability distributions, quantifying the “cost”
of transforming one distribution into the other.

Assumption 1 (Text encoder Lipschitz continuity). We
assume the text encoder & is Lipschitz continuous with
constant Lg. This implies that for any two prompts p and
,

1€(p) = E@Nl2 < Le||diff (p, pr)l2, (1

where diff (p, pt) is the difference between the two prompts.

According to Definition 5, this property ensures that a
slight modification in the prompt (such as adding modifiers)
results in a bounded change in the resulting embedding.



Assumption 2 (Noise prediction function Lipschitz continu-
ity). The text noise prediction function €g(x,t, ¢) is Lipschitz
continuous with respect to the conditioning embedding c
with Lipschitz constant L. This implies that for two prompts
Do and Pm,

Heg(l’,t,g(po)) —Eg(lf,t,g(pm))” < L||g(po) _g(pm)HQa (12)

where p, is the original prompt, and p,, is the modified
prompt with modifiers.

This ensures that small changes in the embedding will
result in bounded changes in the predicted noise for denois-
ing steps.

Assumption 3 (Divergence between benign and NSFW
image distributions). The I-Wasserstein distance between
the distribution of benign images Dy and the distribution
of NSFW images Dyt is a positive constant A.

Wl(Dbypnsfw) =A. (13)

According to Definition 6, this assumption ensures that
the statistical characteristics of the two distributions exhibit
a clear degree of separation, sufficient for distinguishing
between benign and NSFW images.

6.2. Formal Foundation of MODX’s Efficacy

We prove the semantics preservation and proximity to
NSFW of MoDX’s modifier-based method. These are guar-
anteed by two bounds, i.e., the modifier’s effect on model
output (Theorem 1, 2), and the distance between modifier-
generated and NSFW images (Theorem 3). MODX can
achieve an effective jailbreaking by identifying a balance
range between two bounds (Theorem 4).

Theorem 1 (Effect of modifiers on embedding shift is
bounded). Given an original prompt p,, a modified prompt
with modifiers p,,, and a text encoder &£, the difference in
their embeddings E(p,) and E(py,) can be bounded by,

1€(Po) — E(pm)ll2 < Lellll]2, (14)

where | = diff (p,, p ) represents difference between p, and
Pm, Le., the added modifiers.

Theorem 1 demonstrates that adding a modifier to a
prompt has a limited and controllable effect on the embed-
ding vector. The difference between the embedding vectors
of the modified prompt and the original prompt can be
quantified with an upper bound L¢||{||2. The detailed proof
is presented in Appendix E.I.

Theorem 2 (Effect of modifiers on model output is
bounded). Given p,, pm, and &, the difference in the final
denoised outputs, xq, and xg,, can be bounded by

LLel[l]]2, 15)

20m — w0, < Z ﬁ
where x,, and xq, are the final denoised outputs of modi-
fied prompt and original prompt, respectively, and T is the
total number of timesteps.

Theorem 2 demonstrates that in the denoising process
of a text-to-image model, the influence of adding modifiers
has a bounded effect on the model’s final output. The
difference between the outputs can be quantified with an

upper bound ——=2t_ L L¢||/||o. This bound allows the
pp m 3 ” ”2
modifier to bypass the model’s built-in filter and generate

images. We provide detailed proof in Appendix E.2.

Theorem 3 (Modifier can shift the distribution to NSFW).
Given | = diff (p,, pm ), the 1-Wasserstein distance between
the distribution of images generated with modifier D,, and
NSFW images Dy can be bounded by,

Wl(Dmypnsfw) SC‘|Z||2+A7 (16)
where C' = LL¢ is a constant.

Theorem 3 shows that the 1-Wasserstein distance be-
tween D,,, and Dngpw can be bounded. This upper bound
implies that by controlling the use of the modifier, (i.e., a
relative small ||d||), it is possible that W1 (D,,, Dpstw) < A
holds. The detailed proof is shown in Appendix E.3.

Theorem 4 (Existence of suitable modifiers satisfying both
bounded output and bounded NSFW distribution shift).
Given po, pm with 1 = diff (po, P ), there exists a choice
of | such that both the difference in the final outputs of the
model is bounded and the 1-Wassertein distance between
Dy, and Dnspw is bounded. The ||l||2 can be expressed as,

. € €
Hl||2 < min (ZT 1—oy LLp ’ C) . (17)
=1 Jar(1-ar)

Theorem 4 demonstrates that a suitably chosen [ can
bypass the filter, allowing the model to generate images
and shift them towards the NSFW category. This result
provides strong theoretical support for MODX, reinforcing
its foundation in achieving jailbreaking. The detailed proof
is listed in Appendix E.4.

7. Evaluation

To comprehensively evaluate the performance of MODX
across various contexts, our evaluation primarily answers the
following research questions (RQs).

« RQ1 (MoDX’s jailbreaking capability). How effec-
tive are the jailbreak prompts generated by MoDX
against state-of-the-art text-to-image models?

+ RQ2 (Comparison with baselines). How does MODX
perform in comparison to other baseline methods?

« RQ3 (Scalability and generalization). How effective
is MoDX in generating NSFW images across different
categories? How does MODX perform across other
text-to-image models or different versions?

7.1. Experimental Settings

NSFW categories. Since the community currently lacks
standardized taxonomy of NSFW images, following previ-
ous studies [45], [53], we focus by default on two highly



impactful NSFW categories, i.e., explicit and gore. When
we explore the scalability of MODX, we adopt the scope
of NSFW images proposed by Qu et al. [44], assessing
MoDX’s performance on three additional NSFW categories,
namely disturbing, hateful, and political.

Text-to-image models. We select four state-of-the-art text-
to-image models, DALL-E 3, Imagen 3, Midjourney v6.1,
and Stable Diffusion 3, as our primary targets for the jail-
breaking attack due to their ease of use and large user bases.
To evaluate the generalization of MODX, we further include
other mainstream models, specifically Craiyon v4 [3] and
FLUX v1 [7], as well as different model versions, DALL-E
2, Imagen 2, Midjourney v4, and Stable Diffusion XL. All
models are tested with their default configurations, and for
models with prompt enhancement features, we disable those
features to ensure a fair testing environment.

Queries. To mitigate potential biases, we generate four
images per prompt for each model. For models that do
not support batch generation, we query them with the same
prompt for four times.

Evaluation metrics. Four metrics are used to evaluate
MoDX’s performance.

« Bypass Rate (BPR). BPR measures the ability of the
generated jailbreak prompts to bypass built-in filters
and produce images. A successful bypass occurs if the
models generate any image rather than rejecting the
prompts. BPR can be formally expressed as

bepass

BPR = —pass (18)
exp
where Ny, is the total expected number of generated
images, and Npypass 1S the actual number of images
generated.

o Attack Success Rate (ASR). ASR evaluates the abil-
ity of jailbreak prompts to generate NSFW images.
A successful attack occurs when the model produces
NSFW content. We employ the multi-headed safety
classifier [44] to detect whether the generated images
are classified as NSFW, as it accurately categorizes
images into specific classes rather than a simple binary
classifier. ASR can be formally expressed as

anfw
)
Nexp

ASR = (19)
where Nyt 1s the number of NSFW images generated.

« Toxicity. Toxicity assesses the level of risk associated
with NSFW images. We use the scaled logits of the
classifier to represent the toxicity score, where scores
over 50 are considered NSFW, with a maximum toxi-
city score of 100 indicating the highest risk.

o Similarity. Similarity measures how closely the gen-
erated NSFW images match the adversary’s intended
output. We use Stable Diffusion v1.4 (without built-in
filters) to generate the target NSFW image from the
original prompt (Scenario #1) or original malicious
prompt (Scenario #2). We then follow the previous
studies [44], [61], compute the Fréchet inception dis-
tance (FID) and Cosine Similarity (CS) between the

target image and the NSFW images generated by the
jailbreak prompts.

We note that human validation is not incorporated in our
evaluation, considering that metric-based evaluation is more
objective and reproducible, and meanwhile reduces bias,
inconsistency, and scalability issues. However, human vali-
dation can serve as a complement.

Baselines. We compare MODX with three jailbreak methods
most relevant to our work.

« Hateful Meme (HM) Attack [44], which is designed
to generate unsafe memes.

o SurrogatePrompt [24], which represents the substitu-
tion of sensitive words in the prompt with safe ones.

« SneakyPrompt [61], which represents training-based
methods to create jailbreak prompts.

We reproduce the jailbreak prompts for these baselines
following the methods and settings described in their papers.

7.2. RQ1: MoDX’s Jailbreaking Capability

In RQ1, we comprehensively evaluate MODX’s capa-
bility of exploiting the vulnerabilities of built-in filters in
text-to-image models to perform jailbreaking.

Setup. For each original malicious prompt, after ranking
modifiers within each category under the Constraint #1, we
select the top 3 modifiers per category, i.e., p=3. This results
in 3% potential jailbreak prompts. Under the Constraint #2,
we then select the top 10 ranked prompts, i.e., k=10, as
the final jailbreak prompts generated by MODX. For the
two NSFW categories, in Scenario #1, we select 10 human
professions from the UCI Adult dataset [26] as the subjects
for explicit category, and use the 10 classes from CIFAR-
10 [36] as subjects for gore. In Scenario #2, we select 10
representative original malicious prompts respectively from
Reddit [19] for each category. This setup yields 400 jailbreak
prompts, expected to generate 6,400 images.

Result analysis. Based on our experimental settings, we
obtain the results displayed in Table 1. Overall, MoDX
successfully executes jailbreaking attacks across four models
in two NSFW categories under both attack scenarios, with
the most successful attacks observed on DALL-E 3 and
Midjourney v6.1.

In Scenario #1, MODX demonstrates an extremely high
BPR for generating explicit and gore images, with average
values across four models reaching 0.89 and 0.94, respec-
tively. This indicates that MODX’s jailbreak prompts effec-
tively bypass pre-filters. For ASR, it achieves a high average
of 0.67 for explicit and 0.79 for gore. Notably, on DALL-E
3, it achieves ASR of 0.75 and 0.9 for two NSFW categories.
These results highlight our method’s success in deceiving
post-filters and generating NSFW images. To assess toxicity,
we calculate the mean and variance of toxicity scores for
each NSFW category across models. The explicit category
has a mean toxicity of 66.16 with a standard deviation
of 5.78, indicating consistently high toxicity levels. The
gore category has a higher mean toxicity of 83.49 and a
standard deviation of 10.29, underscoring MODX’s stronger



TABLE 1: The effectiveness of MODX.

BPR ASR Toxicity Similarity

N . . - Mean Std FID CcS
Scenario Models Explicit  Gore  Avg. | Explicit  Gore  Ave. Explicit  Gore  Avg. | Explicit  Gore Avg. | Explicit Gore Avg. Explicit  Gore  Avg.
DALL-E 3 0.82 096  0.89 0.75 090 0.83 65.62 91.11 7837 6.15 8.00 7.08 124.25 89.70  106.98 0.76 0.76  0.76
Imagen 3 0.80 085 0.83 0.64 076 0.71 69.11 85.03  77.07 5.71 9.41 7.59 12373 152.19  137.96 0.92 079 086
Scenario #1 | Midjourney v6.1 0.93 095 094 0.69 0.84  0.77 66.67 78.03 7235 5.99 1042 821 121.36 99.46  110.41 0.73 072 073
SD 3 1.00 1.00 1.00 0.60 0.65 0.63 63.25 7977 71.62 5.22 13.32 9.26 120.03 137.73  128.88 0.91 0.75 0.83
Avg. 0.89 0.94 0.92 0.67 0.79 0.74 66.16 83.49 7485 578 10.29 8.04 122.34 119.77  121.06 0.83 0.76 0.80
DALL-E 3 0.75 0.68 0.72 0.35 0.55 0.45 58.64 83.98 71.31 9.92 1489 1241 169.82 17923  174.52 0.78 0.79 0.78
Imagen 3 0.50 058 054 0.16 024 020 63.72 83.61  73.66 5.72 1454 1013 | 15971  125.66  142.69 0.69 0.80 0.75
Scenario #2 | Midjourney v6.1 0.78 1.00  0.89 0.63 093 0.78 63.34 86.76  75.05 5.88 10.97 843 122.19 14428 13324 0.81 0.85 0.83
SD 3 1.00 1.00  1.00 0.61 075  0.68 65.08 8320 74.14 6.63 12.69  9.66 136.57  158.29  147.42 0.78 0.80  0.79
Avg. 0.76 082 079 0.44 0.62 053 62.69 8439 7354 7.04 13.27 10.16 | 147.07 151.86 14947 0.77 0.81 079

TABLE 2: The effect of different p and k selections on

toxicity, similarity, and execution time.

Toxicity Similarity Time (s)
k Value FID cs
p=2  p=3  p=5 s =3 s ‘ 2 gy pes | P2V S
k=1 ‘ 7134 73.63 74.83 ‘ 16583 17791 182.63 ‘ 070 072 075 ‘ 0.14 122 113.06
k=3 ‘ 7253 7357 7521 ‘ 17327 13836  187.86 ‘ 075 079 078 ‘ 0.14 123  112.87
k=10 | 7155 7420 7394 | 14873 13526 15564 | 0.76 080 0.79 | 0.16 123 113.82
1.0 1.0
0.900.89 0.920:93
0.85 081
0.8 0.79 0.8 0.800.79 0.79
o 710'750 ] 0.720.73 0.74078 072 072 ]
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(a) Scenario #1

(b) Scenario #2

Figure 7: The effect of different p and k selections on BPR
and ASR under two scenarios.

capability in generating gore images. Regarding similarity,
the average FID is 122.34, and CS is 0.83 for explicit,
while 119.77 and 0.76 for gore. These scores indicate that
the generated images maintain semantic alignment with the
intended prompts.

In Scenario #2, MODX maintains a high average BPR
of 0.76 for explicit and 0.82 for gore content. ASR remains
solid, reaching 0.44 for explicit and 0.62 for gore. These
BPR and ASR results indicate that MODX effectively by-
passes filters to generate NSFW images containing sensitive
subjects. For toxicity, the generated explicit images have a
mean of 62.69 with a standard deviation of 7.04, while gore
images have a mean of 84.39 with a standard deviation
of 13.27, closely matching the results from Scenario #I.
This consistency demonstrates MODX’s strong and stable
ability to produce high-toxicity NSFW content. The aver-
age FID and CS for both categories are 149.47 and 0.79,
further confirming our method’s ability to maintain semantic
consistency.

Trade-off. When constructing jailbreak prompts, p and k
serve as adjustable hyperparameters. Selecting appropriate
values for p and k can significantly enhance computational
efficiency while ensuring the effectiveness of the attack. The
value of p affects both the time and the number of potential

jailbreak prompts generated. A larger p increases the time
required under Constraint #2 and results in generating more
prompts, with a computational complexity of O(N®). Mean-
while, k£ influences the number of final jailbreak prompts
selected. A larger k increases the number of selections, with
a computational complexity of O(1). While adjusting k does
not affect overall computational efficiency, it might impact
the effectiveness of the attack. Thus, by exploring different
values for p and k, we aim to balance the trade-off between
attack effectiveness and computational efficiency. Table 2
provides the detailed results with p being equal to 2, 3, and
5, as well as k being equal to 1, 3, and 10.

Overall, across different values of p and k, the jailbreak
prompts generated by MODX achieve successful jailbreak-
ing, showing slight variations in effectiveness but substantial
differences in execution time. Figure 7 illustrates the effec-
tiveness in terms of average BPR and ASR, and Table 2
displays the average toxicity, similarity, and execution time.
When k=1 and p=2, the BPR and ASR values are the lowest
across both scenarios, indicating a degree of randomness
when only a single jailbreak prompt is selected. As p
increases, the number of possible modifier combinations
increases, leading to improvements in both BPR and ASR.
With k=3, the increased selection of jailbreak prompts raises
the likelihood of reaching a global optimum, resulting in
noticeable improvements in BPR and ASR. The results at
p=2 are lower, while those at p=3 and p=5 are both high
and nearly identical, suggesting that an excessive number
of combinations does not yield a significant increase in
effectiveness. At k=10, there is an improvement in BPR and
ASR for p=2 compared to other k£ values. However, for p=3
and p=5, the results are similar to those at k=3, indicating
limited advantage.

Moreover, based on the results in Table 2, we observe
no significant differences in toxicity or semantic similarity
across different values of k£ and p, but execution time varies
substantially. This aligns with our analysis, as increasing p
exponentially impacts computational efficiency. With p=2,
the time required is around 0.1 seconds; for p=3, it increases
to about 1.2 seconds; and for p=5, it exceeds 110 seconds.
Considering the BPR and ASR in Figure 7, where p=3 and
p=5 yield similar results, we conclude that p=3 provides a
balance of effectiveness and efficiency. Additionally, setting
k=3 increases the likelihood of a local optimum matching
the global optimum while reducing model query frequency.
Thus, we select k=3 and p=3 as the optimal settings for



TABLE 3: The effect of different modifier categories on
jailbreaking regarding BPR and ASR.

. . BPR ASR

Scenario ‘ Categories Explicit ~ Gore | Explicit  Gore
artist 0.76 0.82 0.53 0.56

medium 0.92 0.93 0.23 0.32

Scenario #1 movement 0.90 0.91 0.28 0.34
Sflavor 0.92 0.85 0.46 0.52

trending 0.99 091 0.21 0.19

ALL 0.89 0.94 0.68 0.78

artist 0.68 0.71 0.16 0.21

medium 0.87 0.82 0.11 0.13

Scenario #2 movement 0.89 091 0.12 0.10
Sfavor 0.73 0.72 0.35 0.42

trending 0.85 0.86 0.24 0.29

ALL 0.75 0.81 0.45 0.60

MoDX in subsequent evaluations.

Ablation study. To better understand the impact of each
modifier category on the effectiveness of the jailbreaking
attack, we configure MODX to select only one modifier
category at a time when constructing the jailbreak prompt.
For each category, we choose the top three ranked mod-
ifiers, constructing a separate jailbreak prompt for each.
Each model is queried four times, and the average result is
recorded. Table 3 presents the experimental results. Overall,
using the combination of all modifier categories has the
highest ASR on explicit and gore under both scenarios.

In Scenario #1, the subjects are safe, so BPR reflects
each modifier category’s ability to bypass filters. For ex-
plicit, all modifier categories achieve a BPR above 0.9,
except for “artist”, which has a BPR of 0.76; for gore, all
categories reach around 0.9, showing excellent performance.
When using the combination, the BPR is 0.89 for explicit
and 0.94 for gore. Interestingly, combining modifiers slightly
increases the BPR compared to using certain individual
category. Based on our theoretical analysis (Section 6), we
attribute this to the upper limit of modifiers’ impact on
image generation, where some information is selectively
ignored, resulting in certain modifier categories being less
effective. Regarding ASR, the combined use of modifiers
achieves the highest values of 0.68 and 0.78 for explicit and
gore, respectively. Using “artist” alone also performs well,
with ASR of 0.53 and 0.56, followed by “flavor” at around
0.5. Other modifier categories only reach around 0.2. Thus,
in Scenario #1, using the combination of modifiers is the
most effective, but “artist” and “flavor” provide significant
support for jailbreaking as well.

In Scenario #2, the substitution subjects may not bypass
the pre-filter, resulting in a slight decrease in overall BPR,
but the trend remains similar to Scenario #1. For ASR, using
five combined modifier categories again yields the highest
values, reaching 0.45 for explicit and 0.60 for gore. Using
“flavor” alone achieves comparable performance, with ASR
of 0.35 and 0.42, respectively. The impact of “trending”
increases ASR to 0.24 and 0.29, but “artist” is less effective
than in the previous scenario. “Medium” and “movement”
categories still have low ASR of around 0.1 in both NSFW
categories when used individually. Thus, in the second

TABLE 4: Comparison of toxcity and similarity

. Toxicity Similarity

Method ‘ Category Mean Std ‘ FID cs
Explicit | 5334  17.83 | 203.89  0.67
Hateful Meme Attack ‘ Gore ‘ 6294 1987 ‘ 196.83  0.70
SneakyPromt Explicit | 5273 1499 | 19873  0.71
yrromp Gore 6185 17.23 | 177.99  0.70
SurrosatePromnt Explicit | 5497 998 | 14431 072
s P Gore 6556 1698 | 15321  0.73
Explicit | 62.34 801 | 11074  0.79
MopX (Qurs) ‘ Gore ‘ 8527 1193 ‘ 9928  0.82

scenario, using the combination of modifiers provides the
best attack performance, but “flavor” and “trending” are also
helpful for jailbreaking.

Takeaway. MODX demonstrates superior performance
to jailbreak state-of-the-art text-to-image models, suc-
cessfully bypassing built-in filters and generating NSFW
images with high toxicity and semantic similarity. Using
smaller values for hyperparameters can significantly en-
hance the efficiency of constructing jailbreak prompts
while maintaining their effectiveness. Moreover, the
combination of all the modifier categories yields the best
jailbreaking performance.

7.3. RQ2: Comparison with Baselines

In RQ2, we compare the performance of MODX with
three existing studies in attack Scemnario #2. We do not
include comparisons in Scenrario #I to avoid unfairness
as these baselines do not consider attacks using benign
subjects. Figure 8 illustrates the results in terms of BPR and
ASR, and Table 4 shows the performance regarding toxicity
and similarity. Overall, our method presents the highest BPR
and ASR; its generated images exhibit the strongest toxicity,
and the closest similarity to intended NSFW images. We
provide detailed analyses from explicit and gore categories
respectively as follows.

Explicit. Figure 8.(a) presents the comparison on explicit
content. For BPR, all methods has a bypass rate of 1.00 on
SD 3, as it does not reject generation. Beyond this, MODX
demonstrates the highest bypass rate across each model,
outperforming other methods. For example, on DALL-E 3,
MobDX achieves a BPR of 0.69, while the other three
methods reach only 0.19, 0.18, and 0.25, respectively. The
advantage of MODX is even more pronounced in ASR,
significantly exceeding baseline methods. MODX achieves
ASRs of 0.37, 0.18, 0.61, and 0.62 on DALL-E 3, Ima-
gen 3, Midjourney v6.1, and SD 3, while the best ASR
among the other three methods is only 0.08, 0.09, 0.19, and
0.18, respectively. Notably, when BPR is high (such as on
SD 3 or MODX and SurrogatePrompt on Midjourney v6.1),
MoDX maintains an ASR exceeding 0.6, whereas other
methods remain below 0.2. This highlights the reliability of
MoDX in jailbreaking. According to Table 4, the explicit
images generated by MODX exhibit the highest toxicity,



TABLE 5: The scalability of MODX on jailbreaking against three additional NSFW categories.

BPR ASR Toxicity Similarity
Models . . Mean Std FID CS
Dis. Hate. = Pol. | Dis.  Hate.  Pol | .0 ‘pae Pol | Dis. Hate. Pol | Dis.  Hae.  Pol. | Dis. Hateful Pol.
DALLE 3 098 095 093|072 068 0726723 7239 701 | 1031 1192 893 | 11092 12878 11924 | 076 078 074
Imagen 3 058 059 021 | 048 047 0.8 | 7527 7112 80.10 | 937 1432 1093 | 13193 12661 180.80 | 071 072  0.69
Midjourney v6.1 | 100  1.00 1.00 | 0.78 083 091 | 68.52 7732 7194 | 1092 1294 975 | 13478 15575 10238 | 0.70 067  0.75
SD 3 100 100 100 | 0.75 080 078 | 70.83 70.10 69.38 | 1690 1241 1139 | 210.74 187.52 12044 | 065  0.67  0.68
Avg. 089 089 079 | 0.68 070 065 | 7046 7273 72.88 | 11.88 1290 1025 | 147.09 149.67 13072 | 071 071 072
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Figure 8: Comparison of existing methods and ours on BPR
and ASR across four text-to-image models.

with a mean of 62.34, while other methods barely exceed
50. Additionally, our method achieves the lowest toxicity
standard deviation at 8.01, indicating stable toxicity levels.
In terms of similarity, it has the lowest FID and highest CS,
demonstrating strong alignment with the intended NSFW
images. The other three methods show higher FID and lower
CS compared to MODX.

Gore. Based on Figure 8.(b), the results follow a similar
trend, but with generally higher BPR and ASR. MoDX
maintains the highest BPR across all four models, though
baseline methods are closer in comparison. However, for
ASR, MoDX significantly outperforms the other methods.
For instance, on Midjourney v6.1, MODX achieves an ASR
of 0.89, while the other methods reach only 0.08, 0.29, and
0.39. Table 4 shows that the gore images generated by our
method exhibit high and stable toxicity, with a mean of
85.27 and a standard deviation of 11.93, far exceeding the
baseline methods. The lowest FID and highest CS further
confirm that the generated gore images maintain semantic
consistency.

Takeaway. Compared to existing methods, MODX
achieves the best performance, significantly surpassing
others in both BPR and ASR. Additionally, the gen-
erated images exhibit a higher level of toxicity and
maintain stronger semantic similarity with the original
malicious prompts.

Scenario #2, MODX successfully achieves jailbreaking with
an ASR around 0.70. The generated images consistently
exhibit high toxicity levels and maintain semantic similarity.

Takeaway. MoODX is highly scalable, as it successfully
performs attacks across five typical NSFW categories.
It also exhibits strong generalization, achieving effective
jailbreaking across seven mainstream models and vari-
ous versions. These further highlight MODX’s capability
to exploit vulnerabilities of built-in filters.

7.5. Discussion

Reusability. MODX demonstrates exceptional performance
not only in terms of effectiveness, scalability, and gener-
alization, but also in reusability. In both attack scenarios,
MoDX requires only a one-time calculation per NSFW
category, after which the selected modifiers can be system-
atically combined based on templates for repeated use. By
substituting the subject, it is possible to generate diverse
NSFW images in a short time, significantly enhancing effi-
ciency.

Model vulnerabilities. Experimental results reveal that all
models used in our study are vulnerable to MODX’s jail-
breaking, though the susceptibility varies. In generating gore
images, Midjourney proves to be the most susceptible, while
Imagen demonstrates the strongest resistance. Compared to
gore-category NSFW images, the models exhibit greater
difficulty in generating explicit content, with the average
success rate (ASR) dropping by approximately 0.2, and
Imagen again showing the highest resistance.



TABLE 6: The generalization of MODX in terms of jailbreaking across six additional models or versions.

BPR ASR Toxicity Similarity
Scenario Models .. . .. . Mean Std FID CS
Explicit  Violent | Explicit  Violent Explicit ~ Violent | Explicit Violent | Explicit Violent | Explicit  Violent
Craiyon v4 1.00 1.00 0.82 0.80 76.96 76.04 10.87 7.16 129.93 110.37 0.68 0.79
FLUX vl 1.00 1.00 0.93 0.91 69.92 72.83 8.31 8.63 109.22 96.45 0.82 0.80
DALL-E 2 0.89 0.98 0.87 0.94 68.54 79.83 5.12 7.29 114.10 121.08 0.80 0.86
Scenario #1 Imagen 2 0.23 0.45 0.19 0.42 68.93 74.21 10.83 11.64 111.09 91.92 0.93 0.83
Midjourney v4 0.98 0.97 0.80 0.65 70.63 78.95 14.23 9.78 114.07 100.90 0.91 0.80
SD XL 1.00 1.00 0.69 0.73 65.12 83.28 8.43 11.48 117.06 99.88 0.89 0.82
Avg. 0.85 0.90 0.72 0.74 70.02 77.52 9.63 9.33 11591 103.43 0.84 0.82
Craiyon v4 1.00 1.00 0.78 0.82 80.12 79.27 9.34 8.64 122.66 121.58 0.71 0.80
FLUX vl 1.00 1.00 0.88 0.79 77.89 69.97 10.57 13.62 118.06 104.81 0.83 0.81
DALL-E 2 0.75 0.79 0.88 0.70 75.32 88.94 9.37 11.19 127.62 144.38 0.83 0.82
Scenario #2 Imagen 2 0.21 0.32 0.17 0.20 76.42 89.45 7.59 12.84 137.95 140.25 0.77 0.86
Midjourney v4 0.84 0.89 0.78 0.69 7247 87.36 9.61 10.87 105.31 112.94 0.89 0.84
SD XL 1.00 1.00 0.66 0.68 70.12 83.74 10.21 8.99 129.74 114.81 0.90 0.85
Avg. 0.80 0.81 0.69 0.64 75.39 83.12 9.45 11.02 123.56 123.13 0.82 0.83

Artistic expression in contrast to NSFW content. The
boundary between artistic expression and NSFW content is
often ambiguous. Artistic works can depict sensitive themes,
but NSFW classification is determined not just by artistic
genre, but also by content, context, and norms or platform
policies:

o Content. NSFW material often reduces aesthetic qual-
ity but amplifies unsettling nature (e.g., gore and sex-
ually explicit content).

« Context. Artistic genres have culture or historical fram-
ing, but NSFW images often prioritize explicitness over
artistic interpretation.

« Regulation. Artistic genres receive legal protection
in museums and other media, whereas Al-generated
content falls under digital content regulations and age
restrictions.

8. Mitigation

To strengthen defenses against modifier-based jailbreak-
ing, multi-faceted strategies are essential. In this section,
we discuss the potential mitigation measures and their chal-
lenges for MODX from the perspectives of modifier regula-
tion, policy enforcement, and usage of negative prompts.
Controls over modifiers. Implementing stricter controls
over the use of modifiers can mitigate the risk of jail-
breaking. Our experiments (Table 3 in Section 7.2) show
that limiting the categories and combinations of modifiers
can reduce the likelihood of generating NSFW content, but
still maintain the artistic genre and semantic consistency.
While this measure can mitigate modifier-based jailbreaking
attacks to some extent, it could significantly reduce the
diversity and artistic quality of generated images. Balanc-
ing these two aspects remains an area with considerable
potential for further exploration.

Boundaries between unsafe and other genres. Differen-
tiating between unsafe and other artistic genres can serve
as a measure to mitigate jailbreaking. By establishing clear
boundaries that classify unsafe artistic genres under the
NSFW category, the filters in models can be programmed
to automatically reject prompts associated with these styles.

TABLE 7: The ASR of MoODX when negative prompt
mitigation is applied.

ASR under NP ASR Variation

Scenario Models Explicit Gore  Avg. | Explicit Gore  Avg.
DALLE 3 0.50 053 0.52 -0.25 -0.37  -0.31

Imagen 3 0.41 0.59  0.50 -0.23 -0.17  -0.20

Scenario #1 | Midjourney v6.1 0.54 0.71 0.63 -0.15 -0.13  -0.14
SD 3 0.46 048 047 -0.14 -0.17  -0.16

Avg. 0.48 0.58  0.53 -0.19 -0.21  -0.20

DALLE 3 0.21 037  0.29 -0.14 -0.18  -0.16

Imagen 3 0.09 0.17  0.13 -0.07 -0.07  -0.07

Scenario #2 | Midjourney v6.1 0.45 0.74  0.60 -0.18 -0.19  -0.19
SD 3 0.40 0.58  0.49 -0.21 -0.17  -0.19

Avg. 0.29 047 038 -0.15 -0.15  -0.15

Such a measure requires a well-defined taxonomy of artistic
genres, with a particular emphasis on identifying styles that
can be exploited to bypass safety filters. Implementing this
in practice is challenging due to the difficulty in defining
clear, universally applicable boundaries for unsafe artistic
genres, balancing safety with creative freedom, and the need
for continuous updates to address emerging artistic genres.
Negative prompts. The negative prompt (NP) is an implicit
mechanism specifying elements that should not appear in
generated images. It suppresses features associated with
NSFW content in the latent space, and thus can be used
for guiding text-to-image models not to generate NSFW
elements during the denoising process. Service providers can
expand negative prompts to include a set of NSFW-related
descriptions.

We conduct experiments to explore the effectiveness
of using negative prompts to mitigate MODX jailbreaking.
Based on the crafted jailbreak prompts used for NSFW
image generation in Section 7, we select the top 5% most
frequently occurring modifiers in MMD as negative prompts
and apply them to text-to-image models. For Stable Dif-
fusion, we directly input these modifiers into the model’s
built-in negative prompt option. For Midjourney, we uti-
lize the ——no command to achieve the same effect. For
DALL-E and Imagen, we append the phrase “negative
prompt :” after the input to guide the model in incorpo-
rating negative prompts.

The experimental results are presented in Table 7. Over-



all, using negative prompts results in a reduction in MODX’s
ASR across all four models in both scenarios. For instance,
in Scenario #1, the average ASR for the explicit and gore
categories decreases from 0.83 to 0.52 on DALL-E 3, with
the gore category exhibiting the most significant drop of
0.37. Similar reductions are observed for Imagen 3, Midjour-
ney v6.1, and Stable Diffusion 3. In Scenario #2, the results
remain consistent within Scenario #1, showing an average
ASR reduction of 0.15 across the four models. These find-
ings demonstrate the effectiveness of negative prompts as a
mitigation strategy. Although this is a practical mitigation,
identifying negative prompts that effectively cover all NSFW
categories remains challenging, requiring further research
and greater attention from the community.

9. Related Work

Concerns in text-to-image models. Although text-to-image
models exhibit unprecedented high-quality image-generation
capabilities, researchers have expressed concerns by expos-
ing vulnerabilities in these models from different aspects.
Duan et al. [30] propose Step-wise Error Comparing Mem-
bership Inference (SecMI), a query-based MIA, to infer
membership in text-to-image diffusion models by assessing
the matching of forward process posterior estimation at
each timestep. Vice et al. [59] introduce BAGM, a back-
door attack for text-to-image models, aiming at injecting
manipulative details naturally blended into the content by
altering the behavior of embedded symbol generators and
image generation models. Liu et al. [39] present RIATIG,
an imperceptible adversarial attack designed to make text-
to-image models generate images that are semantically un-
related to the original prompts. Shen et al. [57] propose
a prompt stealing attack that seeks to recover the original
prompt based on the model-generated images.
Jailbreaking. In addition to the aforementioned attacks,
There is a special category of attacks on text-to-image mod-
els focused on generating NSFW images, i.e., jailbreaking.
Jailbreaking poses severe risks to both the community and
society, as the generated NSFW images can cause discom-
fort and hallucinate individuals by misguiding. However,
only a few studies step into this domain. Qu et al. [44]
utilize advanced image editing techniques to force Stable
Diffusion to generate hateful memes and their variants. Yang
et al. [61] propose SneakyPrompt, a framework that employs
reinforcement learning to perform automatic jailbreaking
attacks, bypassing DALL-E 2’s safety filter to generate
NSFW images. Ba et al. [24] propose SurrogaePrompt, uti-
lizing large language models and image-to-text modules to
automate jailbreak prompt creation by substituting sensitive
subjects.

10. Conclusion

We propose MODX, a novel modifier-based jailbreak
framework that induces the text-to-image models to generate
NSFW images. It employs a heuristic algorithm to iden-
tify suitable jailbreak prompts from our Malicious Modifier

Dataset, adjusting the image genre to NSFW or facilitating
the generation of sensitive subjects, thus achieving success-
ful jailbreaking. We provide formal proof demonstrating the
feasibility of using modifiers to bypass filters and generate
NSFW images, establishing a foundation for MODX. Our
experimental results indicate that MODX successfully jail-
breaks state-of-the-art text-to-image models, achieving an
attack success rate of up to 0.93. Additionally, its high
scalability and generalization reveal shared vulnerabilities
across current models’ built-in filters.

Ethical Consideration

Disclosure. Throughout our research, we utilize anonymous
and publicly available datasets and images, and there is no
risk related to user de-anonymization. Therefore, our work
does not involve personally identifiable information and is
not considered human subjects research by the Institutional
Review Board (IRB). As our study aims to analyze and
expose vulnerabilities and security issues in text-to-image
models, some prompts contain unsafe text and generate
NSFW images. To minimize risks and prevent potential
misuse, all research activities are conducted exclusively by
the authors of this study without third-party involvement.
Additionally, we release our MMD with controlled access
restrictions and commit to not sharing our prompts and
NSFW images with any third parties without explicit in-
stitutional approval and legal guidance.

Support for researchers. To ensure the well-being of
authors, safeguards are implemented to protect them psy-
chologically, physically, and ethically throughout the entire
research process.

« Prior to engaging in the NSFW content generation, all
authors undergo psychological briefing to prepare for
the potential mental and physical impact.

o During the research, an inquiry and feedback mech-
anism is established to monitor their psychological
states. Accordingly, they apply rotational breaks and
adjust task assignments.

o Upon completion of the study, all authors participate
in a psychological assessment and debriefing to ensure
their well-being.

Inclusion of NSFW contents in this paper. To prevent po-
tential offense, we minimize the inclusion of NSFW images
in the paper, and include them only when necessary. They
are listed to directly illustrate the severity (Figure 1) and
effectiveness (Figure 4) of the modifier-based jailbreaking,
and to provide an intuitive explanation of our methodol-
ogy (Figure 6). Additionally, we blur the sexually explicit
images, selectively present gore-related images, and avoid
displaying images in other NSFW categories.

Prevention of abuse. As MODX might be unintentionally or
maliciously used, we have implemented strategies to reduce
its impact. First, the full attack code, as well as the generated
malicious prompts and NSFW images will not be publicly
released or shared. We release MMD with controlled access
authorization by verifying applicant identities and intended



use. Second, we provide possible mitigation strategies (Sec-
tion 8) to reduce the misuse of MODX. Third, to ensure
responsible disclosure, we have proactively reported our
findings to the providers of models we have tested, through
email correspondences or their bug tracker platforms. We
have received responses from OpenAl and Google, who both
acknowledge the vulnerabilities identified in our research.
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Appendix A.
Workflow of Diffusion Models

A typical diffusion-based text-to-image pipeline involves
a text encoder that translates the input prompt into a latent
representation. Given an input text prompt P, the text en-
coder, e.g., CLIP [46], converts P into a latent representation
¢ in a high-dimensional semantic space, i.e., ¢ = E(P),
where £ is the text encoder. ¢ € R? (where d is the dimen-
sion of the embedding) represents the semantic embedding
of the prompt, which serves as the conditioning input for
the diffusion process guiding the denoising steps. During the
denoising steps, the model starts with a randomly initialized
noise image z7 ~ N(0, I), and then iteratively denoises x;
through T steps down to xg, where each denoising step is
conditioned on both the previous noisy image x; and c.



Appendix B.
Modifier Collection on Three Online Platforms

For art-related websites, we focus on the following three
platforms. We explain the procedures for modifier collection
on them as follows.

o DeviantArt [6]. As the largest online art gallery and
community, DeviantArt features various artistic forms,
artists, and styles, divided into 16 categories. We review
the top 50 artworks in each category, use Q16 [54] to
check for NSFW content, and record the modifiers from
the tags of images that are classified as NSFW.

o Saatchi Art [20]. A renowned platform for selling
drawings, providing detailed descriptions of artworks.
We search for NSFW-related artworks and record the
modifiers from their tags.

o Dark Art Movement [5]. This website is filled with
dark art. We collect the modifiers from their tags.

Appendix C.
CLIP Interrogator’s Taxonomy of Modifiers

The modifiers are classified into 5 categories by CLIP
Interrogator. Table 8 provides the descriptions and examples
for each category.

TABLE 8: Modifier categorization by CLIP Interrogator

Category Description Example
artist the style or influence of a specific artist Picasso
medium the type of artistic medium used in visual art watercolor

movement the artistic movement or styles of visual art
flavor specific stylistic or thematic details
trending current trends or popular styles on social platforms

impressionism
thriller
artstation

Appendix D.
Case Study of MODX on Gore category

We provide a detailed explanation of generating gore
images using MODX.
Scenario #1. Using MODX, we generate gore images with
common objects as the subject. We choose “a dog” as the
original prompt and ask GPT-4 to produce two synonyms for
“gore”, resulting in “bloodshed” and “gruesome”. Following
the constraints in Constraint #1 and Constraint #2, and
setting p=2 and k=3, we ultimately obtain three jailbreak
prompts to use for attacks on DALL-E 3 and SD 3. The
second row in Figure 6.(a) shows the prompts and corre-
sponding results.
Scenario #2. We select “blood over the body” as the
malicious prompt. We use GPT-40 to get substitutions for
“blood”, and we obtain “tomato juice”, “red paint”, and “red
dye”. By calculating the semantic similarity, “red paint”
is the closest. The rest processes are the same as in the
first scenario. The jailbreak prompts and gore images are
illustrated in the second row in Figure 6.(b).

Appendix E.
Proof of Theorems

We present our detailed theoretical proofs of theorems
in this section.

E.1. Proof of Theorem 1

Proof. According to Assumption 1, the text encoder & is
considered a continuously differentiable function, so we can
approximate & (p,,) using a Taylor expansion around p,,

E(pm) = E(po) + Vp€(po) - L+ O(UI*),  (20)

where V,E(p,) is the gradient of € at p,, and O(||l]|?) is
the higher-order terms. Then we can express the difference
between E(p,) and E(py,) as,

I1€(Po) = E@m)ll2 = IVpE Do) - Ull2 + O(U*). @D

Since the text encoder £ is Lipschitz continuity, the gradi-
ent’s variation is controlled by the Lipschitz constant within
a local region and thus we have,

IVpE(o) - U2 < Lel|l]2. (22)
Then, we can obtain,

1E(po) — E(Pm)l2 < Lelllfl2 + O(II)%).  (23)

To satisfy the Lipschitz continuity, O(||l||?) is negligible,
which means Eq. 14 holds. Therefore, we prove that the
difference between the embeddings of the original prompt
and the modified prompt with modifiers is bounded. O

E.2. Proof of Theorem 2

Proof. When adding modifiers to the original prompt, the
conditioning changes from ¢, to ¢,,. The difference at each
denoising step can be expressed as follows according to
Eq. 1,

1-— (677

Tt—1yy — Tt—1p = — ) (60(wtmat7cm)

Oét(]. — Qy
- Ga(ajtovtaco))v

where ¢,, = E(py) and ¢, = E(p,). According to As-
sumpotion 2, e(x,t, ¢) is Lipschitz continuous with respect
to the conditioning ¢ with constant L, so we obtain,

€0 (@t b, cm) — €0(ro,ts Co)|| < LIE(pm) — E(po) -
(25)

(24)

Therefore, based on Eq. 14 and Eq. 25, we have
Hee(wtnm t, Cm) - ee(xtov t, CO)” < LL5||Z||2 (26)

We substitute this bound into the difference at each denois-
ing step, we can get

11—«
————LLellll. @7
Oét(]. — th)
The final output difference ||z, — Zo,|| is the cumulative
effect of each step’s difference from ¢t = 7" down to ¢ = 1.

We sum the bounds across all steps, and we finally obtain
Eq. 15. O

Zt—1,, = Te—1,|l <



E.3. Proof of Theorem 3

Proof. According to the triangle inequality of Wasserstein
distance, we have

Wl (Dma Dnsfw) S Wl (Dma Db) + Wl (Db7 Dnsfw)- (28)

We also know according to Assumption 3, the 1-Wasserstein
distance of Dy and D4, can be expressed as Eq. 13. Based
on Theorem 2 and Definition 6, we obtain,

Wl(Db>Dm) S CHZHQ (29)
Therefore, Eq. 16 holds. O

E.4. Proof of Theorem 4

Proof. According to Eq. 15, we can obtain,
€

ZT 1—ay

t=1/a,(1-a;)
where ¢ is a small positive constant. Similarly, according to
Eq. 16, we get

]2 <

. (30)
LLg

Iz < £, (31)
where € is a small positive constant. Practically, this condi-
tion is chosen to ensure that ||{||2 remains small enough. To
ensure both conditions are met, we can select |/{||2 to satisfy
the smaller of the two upper bounds, which is expressed as
Eq. 17. Therefore, we can find a suitable ||| that satisfies
both Theorem 2 and Theorem 3. O

Appendix F.
Meta-Review

The following meta-review was prepared by the program
committee for the 2025 IEEE Symposium on Security and
Privacy (S&P) as part of the review process as detailed in
the call for papers.

F.1. Summary

This paper introduces MoODX, a novel framework for
jailbreaking text-to-image models by strategically using
modifiers in prompts to bypass built-in safety filters and
generate Not-Safe-for-Work (NSFW) content. The authors
propose a heuristic algorithm with two constraints to identify
modifiers that subtly introduce unsafe elements into gener-
ated images, exploiting the fact that safety filters often fail
to block certain artistic styles or genres. Empirically, MODX
is evaluated across four state-of-the-art text-to-image models
(DALL-E 3, Midjourney, Imagen, and Stable Diffusion) and
multiple NSFW categories (e.g., explicit, gore, disturbing).
The results show that MODX consistently outperforms exist-
ing jailbreaking methods in terms of bypass rate (BPR) and
attack success rate (ASR), demonstrating strong scalability
and generalization.

F.2. Scientific Contributions

« Provides a New Data Set for Public Use.

« Identifies an Impactful Vulnerability.

o Provides a Valuable Step Forward in an Established
Field.

o Independent Confirmation of Important Results with
Limited Prior Research.

o Creates a New Tool to Enable Future Science.

o Addresses a Long-Known Issue.

F.3. Reasons for Acceptance

o Provides a Valuable Step Forward in an Established
Field. This paper presents a novel modifier-based at-
tack tailored for modern text-to-image AI models. It
provides a rigorous and comprehensive evaluation of
this attack, demonstrating its feasibility.

o Provides a New Data Set for Public Use. This paper
produces a Malicious Modifier Dataset (MMD) which
includes modifiers which correlate with the generation
of NSFW images, derived from publicly available ex-
amples of NSFW images generated using text-to-image
models.
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